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Abstract
A growing body of research has focused on the integration of Aug-
mented Reality (AR) into everyday tasks. The recent advancements
in Artificial Intelligence (AI) introduced the possibility of adaptive
and context-aware AR, tailoring virtual content to be personal-
ized and align with users’ context and environment. Designing
AI-driven AR applications for dynamic situations leads to both
opportunities, such as a seamless personalized experience, and chal-
lenges, such as hardware limitations and security concerns. As part
of our research, we have conducted a participatory design fiction
workshop, an outdoor field study and an autoethnographic study
around the use of AR for everyday activities while on-the-move,
in-the-wild. We have also conducted a systematic literature review
of the current state-of-the-art of the contexts and applications that
have been explored for AR users while on-the-move outdoors. In
this position paper, we reflect on challenges, opportunities, and
open questions that we envision discussing in the workshop.

CCS Concepts
• Human-centered computing → Mixed / augmented reality.
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1 Research Experience
Our research thus far focuses on investigating the potential and use
of AR Head-Mounted Displays (HMD) in dynamic everyday con-
texts while people are on-the-move outdoors. In such scenarios, we
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aim to identify meaningful approaches for seamlessly integrating
AR technologies in daily activities. Key points of interest include the
presentation and interaction with AR data visualizations, as well as
exploring the social impact of using AR HMDs in public for both
users and ’non-users’ (i.e., surrounding individuals or interaction
partners not wearing an HMD).

A systematic literature review regarding AR for people being
on-the-move outdoors [17] revealed that the majority of the con-
texts that prior research has investigated concern navigation, con-
tent interaction and/or visualization and safety. Nonetheless, only
one paper from our corpus examined the use of AI and context-
sensitivity while AR users are in motion [16]. In this review, we
also present design recommendations for utilizing AR in various
on-the-move use cases as well as presents visions for future re-
search in this context. Indicatively, to enhance spatial awareness in
AR users, we propose highlighting key physical objects within an
environment and subtly incorporating additional information, such
as distance and direction, to aid navigation and identification of
points of interest (POI). We also propose that AR research should
move out of the lab and into real-world environments. In particular,
we envision for future work to explore on-the-move AR in real-
world outdoor settings, going beyond simulations and controlled
lab studies to develop more practical and effective solutions. More-
over, we highlight the need for transparent and responsible design,
as AI is reshaping the use of AR by enabling real-time, context-
sensitive applications. However, it also raises trust, acceptance, and
ethical concerns, including potential dark patterns, privacy risks,
and social implications.

Overall, we believeAI pushes the boundaries for context-sensitive,
personalized and adaptive AR, especially in dynamic, on-the-move
settings. This entails the optimization of current methods and the
identification of significant user and software requirements when
implemented in outdoor, mobile environments. Nevertheless, the
social and ethical implications of conducting such studies outside
controlled laboratory settings, in real-world scenarios, warrant
thorough examination.

2 Employed Methodology
So far, our research has followed a mixed-methods approach em-
ploying various quantitative and qualitative methods from differ-
ent methodologies (i.e., user-centered design, participatory design,
design fiction, ethnography). Indicatively, we have conducted par-
ticipatory design fiction workshops to explore and envision design
possibilities for people being on-the-move with AR technologies.
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It provided inspiration for the outdoor on-the-move setting that
we explored the use of an AR HMD in an uncontrolled field study.
Through interviews, the participants of this in-the-wild AR study
were asked among others about their perceptions of using this
technology in an everyday, urban scenario while also having to
interact with other surrounding people [Publication Under Review].
Furthermore, we have conducted an autoethnographic study re-
volving around the use of AR in an everyday outdoor activity. This
preliminary study will be part of a bigger autoethnographic study
where we as experts will reflect on conducting outdoor in-the-wild
AR studies for everyday activities while on-the-move.

3 Reflections
Based on our current research experience and relevant prior work
in this domain, we outline some key opportunities, challenges and
present some open questions.

3.1 Opportunities
Over the past few years, the use of AR applications in mobile con-
texts is prominent, addressing areas such as navigation [21], safety
[18], POIs [4], and accessibility [15]. Research has highlighted sev-
eral benefits of AR visualizations in daily life, such as improved
spatial awareness through visual cues and markers [16], remote
collaboration via virtual scene navigation [7], and real-time in-
formation about hazards [20]. Although various studies have ad-
dressed context-awareness in AR [5, 8, 12, 16], there remains a
gap in evaluating context-aware solutions in outdoor on-the-move
environments. To ensure AR content is ubiquitous and always ac-
cessible, even in such dynamic settings, we should consider AI not
only for optimal virtual content presentation [9] but also how to
design interactions that adapt to the user’s context.

In addition, research needs to transition from single-function
AR applications to a more versatile, pervasive AR experiences that
can cater to multiple purposes [8]. For instance, an AR application
that can provide navigation to a new city as well as within the
isles of a supermarket or an application that supports both physical
an virtual social interaction (e.g., cross-reality interaction). Such
AR interfaces, might require more context-sources and complex
user modeling, but will pave the way for adaptive AR solutions in
dynamic, on-the-move and even social settings.

Another opportunity for future research in using AR and AI out-
doors is to analyze user performance in diverse, real-world settings.
This involves leveraging existing machine learning (ML) models
(e.g., StarGAN [3], ARShadowGAN [13]) to understand how users
interact with AR interfaces in dynamic, uncontrolled environments.
By examining instances where users themselves trigger (activate)
AR applications in diverse outdoor scenarios, researchers can gain
insights into user preferences and performance[14]. This will ul-
timately enhance the ecological validity and applicability of AR
systems in everyday life.

3.2 Challenges
Context is particularly important when designing AR visualizations,
as the applications using this technology are inherently context-
based due to the spatial registration of AR content [8]. Especially for
people on-the-move the effectiveness and meaningfulness of these

visualizations depends on their integration into the specific situa-
tion and people’s needs. Design considerations should include the
user’s location, movement, and tasks, as real-world environments
are dynamic and ever-changing and AR systems need to be able
to adapt to these context changes. When people are on-the-move,
they inherently experience an additional cognitive load. Without
proper context-awareness, AR visualizations could distract users
or provide misinformation, potentially leading to accidents [16].
Thus, the user’s context should be a primary factor in determining
suitable visualizations [11]. However, the current adaptation in
context-aware interfaces utilizing AI is limited in scope, typically
detecting only a narrow set of contextual factors (i.e., fatigue [1])
and relying on predefined design principles for specific scenar-
ios [6, 8]. This could be particularly problematic when researching
AR in dynamic on-the-move contexts in-the-wild.

Another challenge is the narrow focus of current ML models
(e.g., gaze models), which are generally tailored for specific tasks.
This would prove even more difficult in outdoor settings due to
the dynamic and frequent context changes. It is essential to ex-
pand research efforts to evaluate these models in a broader range
of environments and scenarios [10]. While field and in-the-wild
studies are crucial for evaluating the validity and applicability of
research findings, testing them in an uncontrolled environment
remains challenging.

Furthermore, the effectiveness of AR interfaces is often com-
promised by information overload, visual clutter, and distractions,
which negatively impact situational awareness, cognitive load, and
overall performance [19]. This is critical in outdoor environments,
where information is dynamic and social interactions can occur
unexpectedly. In social contexts, poorly designed AR can obstruct
facial expressions, hindering communication and raising issues of
social isolation and privacy [6]. Additionally, the continuous use of
multiple cameras for tracking and scene understanding introduces
privacy and ethical challenges, especially with omnidirectional
video [2]. This necessitates careful consideration of future hard-
ware and software solutions when AR is used outdoors [17], such
as masking sensitive regions or detecting events that should not
be recorded, to protect user privacy and address ethical concerns
effectively.

3.3 Open Questions
• Question 1: How can AI be used to facilitate adaptive and
context-sensitive AR while people are in motion outdoors?
What opportunities and additional challenges arise?

• Question 2: What are the ethical and societal impacts of
combining AR and AI in public?

• Question 3: How can we achieve real-time human-AI inter-
action in AR in-the-wild outdoors? What challenges arise?
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