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ABSTRACT
Recent advances in extended reality (XR) and multimodal AI have
enabled new opportunities for wearable assistants. This paper dis-
cusses practical input considerations for designing such systems,
emphasizing the need for intuitive, context-aware interactions that
do not sacrifice convenience, comfort, or social acceptability. Specif-
ically, we emphasize the value of multimodality (e.g., voice, gaze,
gesture), leveraging users’ existing smart devices (e.g., smartphone,
smartwatch), making use of real-world surfaces, and enabling dis-
creetness for wearable AI inputs. This work is intended to facilitate
discussion and guide future research toward more effective interac-
tions with wearable AI assistants in XR.
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1 INTRODUCTION
The rise of real-time, interactive AI is fundamentally changing how
we interact with computers. Multi-modal large language models
(LLMs) are now able to engage in search-grounded Q&A, write
functioning code, analyze hundreds of documents, reason about
images and videos, operate traditional computing devices, and more
– all in response to simple queries from the user.

In parallel with these capabilities, computing platforms them-
selves have also been evolving. Over the last several years, extended
reality (XR) systems have advanced to the point where seamless,
context-aware blending of digital content into the real world has
become feasible. While XR has not yet experienced widespread
adoption on the scale of smartphones, improvements in display
resolution, spatial tracking, and natural input have made it uniquely
well-positioned to leverage these powerful AI models in ways not
possible through a laptop or phone [24, 43].
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Nearly all XR devices sense the world around the user. When
coupled with real-time multi-modal AI, the are many opportunities
for meaningful day-to-day impact: contextual information about
anything in front of you, live audio descriptions, memory aids,
etc. This is without considering the potential of visual outputs
optimized for XR: in-world navigation, contextual overlays, seman-
tic highlighting, environment augmentation, and more. We have
already seen the first steps towards XR-AI systems in the form
of industry research prototypes (e.g., Google’s Project Astra [1],
Meta’s Orion [4], Snap Spectacles [3]) as well as consumer products
(e.g., Ray-Ban Stories [2]).

Most of these early spatially-aware AI interfaces can be viewed
as “assistants”, available to provide on-demand information, help
with tasks, and act as external memory (e.g., “Where did I leave my
keys?”). The focus of such interfaces is on parsingmulti-modal input
from the user and their environment to provide simple but helpful
responses and/or digital actions. While there is clearly interest in
such systems within both industry and academia [9, 13, 29, 42], it
remains to be seen if and how they will be adopted by users.

One important factor influencing technological adoption is how
effectively users can communicate their intent to the system [14, 19].
Just as the mouse helped unlock the potential of PCs by enabling
simple, precise, and direct interactions, the inputs for AI-powered
XR (XR-AI) must also enable interactions that feel intuitive and
effective in order to get the most out of wearable assistants. This
raises the following important question:

How can we enable users to precisely convey intent to
wearable AI assistants in a convenient, comfortable, and
socially acceptable way?

As a step towards addressing this question, this work presents
practical considerations for designing XR-AI inputs inspired by
recent research. Here we take a more holistic view of Human-AI
Interaction [6], rather than focusing on technical details such as
tracking requirements, scene understanding, or model architecture.
While not exhaustive, this work aims to provide researchers value
for future discussions on XR-AI inputs.

2 CONSIDERATIONS
2.1 Support Broad Multimodality
The first commercially available wearable AI assistants are likely
to focus on voice interactions: world-facing cameras facing provide
the assistant with context, while user input is provided through
explicit voice queries. While this approach is certainly powerful
(and requires little additional instrumentation), it does not capture
many of the rich nuances with which people convey information
when discussing the world around them. Eye gaze, head gaze, and
pointing gestures, for example, provide the foundations for estab-
lishing joint attention [31] – the shared state in which two or more
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individuals are intentionally focused on the same thing. This is
critical for resolving ambiguities in queries about the world (e.g.,
“What is that?”) as well as commands (“Put-that-there” [7]). With-
out such spatial disambiguation capabilities, the user would likely
need to be overly verbose in their queries, which can be frustrating
and impractical [32]. Recently, Lee et al. demonstrated how gaze
and pointing can be integrated with XR voice assistant interactions
in GazePointAR [29]. Moreover, with precise eye-tracking, AI as-
sistants in XR can gain additional context about what the user is
reading in order to better answer their questions [8]. Additional
cues such as posture, facial expressions, andmore can further enrich
interactions by conveying emotion or emphasis that voice alone
might miss. As previous research highlights, the key challenge in
leveraging these modalities is how to efficiently map them to inputs
a multimodal LLM can robustly interpret.

2.2 Leverage Existing Devices
AI-enabled XR devices are entering into an existing ecosystem of
personal devices (e.g., smartphones, smartwatches). Rather than
rely entirely on the sensing and computation capabilities of the XR
devices themselves (which may be limited for certain form-factors),
an alternative approach is to make use of the powerful devices we
already have. For example, smartphones offers a readily available
high-precision multi-touch surface, precise rotational input via
IMU, and even 6DOF tracking (e.g., via ARCore1). Combined with
simple pointing and selection mechanisms, such capabilities may
enable a good portion of the spatial interactions enabled by hand
tracking (e.g., raycasting) while requiring significantly less power.
As we move towards lower-profile, sleeker, all-day wearables, this
trade-off may be acceptable to the user. Several recent projects have
explored the use of personal devices for input in XR [21, 22], both
to extend the capabilities of traditional controllers (e.g., with multi-
touch gestures [44]) and to improve ergonomics (e.g., limited space
[28]). Specifically for wearable AI assistants, smartphones can be
used to more precisely indicate areas of interest (e.g., by controlling
a cursor), provide additional vantage points via camera, enable
familiar swipe and multi-touch gestures, and allow for simple and
subtle text communication with the world-grounded agent.

2.3 Repurpose Objects & Surfaces
With AI-powered XR headsets, everyday objects and surfaces can
possibly be repurposed as interactive canvases and contextual an-
chors for wearable assistants. Tabletops and walls are ubiquitous
and provide wide areas of passive haptic feedback for touch interac-
tions, as well as ergonomic support that enables greater precision
[10]. Unique object affordances can be leveraged to generate ad-hoc
user interfaces [15], further enriching the interaction experience.
As the real-time environmental and spatial awareness of AI assis-
tants improves, it is reasonable to envision a system that overlays
contextual information onto a wall or table while simultaneously
capturing user touches or gestures on that surface. Even solely
as an input, a surface-anchored touch interface may offer more
convenience than voice input and be less fatiguing than mid-air
gestures [10]. Recent research has shown significant progress in
capturing touch interactions on everyday surfaces via XR [16, 37],
1ARCore: https://developers.google.com/ar

though considerable work remains to achieve the precision and
robustness users expect. By incorporating sensing data from exist-
ing wearables like smartwatches [30], it may be possible to further
enhance on-surface gesture recognition.

2.4 Enable Discreetness
For users to benefit from wearable assistants, they must be comfort-
able interacting with them. It is well-known that users are reluctant
to interact with voice assistants in public due to privacy and social
acceptability concerns [17, 36]. Similarly, mid-air gestures can be
seen as obtrusive [25, 38], in addition to being fatiguing [23, 35].
While the alternative input methods described above (e.g., existing
devices) can offer discretion and precision, it is worth exploring
how speech and gestures may be used in more acceptable ways.
Enabling speech is particularly desirable both for accessibility rea-
sons and because it is a high-bandwidth form of communication.
One explored approach has been the enabling of “silent speech”
recognition [11, 20], allowing users to speak in a whisper or lower
volume while still being interpreted by the system. Most silent
speech interfaces have required cumbersome sensors (e.g., electro-
magnetic articulography [18], ultrasound [12], custommicrophones
[33]), though in recent years advances in machine learning have
led to more practical approaches such as detecting silent speech via
earbuds ([26, 41]) or lip-reading via computer vision [5]. Further
research is needed, but such approaches may be more compatible
with XR headsets or glasses, providing a path towards more discreet
voice interactions in XR. Combining this with microgestures [27]
and touch interactions enabled by existing devices, it may be possi-
ble to create a unified interaction vocabulary for wearable XR-AI
assistants that is effective, discreet, and comfortable to users.

3 CONCLUSION & FUTURE DIRECTIONS
In this work, we present a number of input considerations for
wearable AI assistants in XR, aimed at conveying intent while
maintaining user convenience and comfort. We highlight that sup-
porting broadly multimodal input (such as voice + gaze + touch)
better mirrors principles of human-to-human communication (e.g.,
joint attention). We discuss how existing devices like smartphones
can be leveraged as precision tools for interacting with XR-AI to
compliment natural inputs (e.g., voice). Furthermore, we highlight
that surfaces should similarly be considered as canvases for input,
given their ubiquity and ergonomic benefits. Finally, we argue that
input systems for XR-AI should support discreet interactions for
improved social acceptability.

To achieve these goals, of course, significant research is needed
to further optimize multimodal agents, improve XR perception
systems and semantic understanding, and develop more efficient
architectures which can better support the computation required
for many of the above considerations. Critically, privacy and ethical
concerns must also be addressed [34, 40] (e.g., bystander privacy,
transparency, excessive data collection, superrealism [39]). Overall,
it is exciting to see the potential of XR-AI and wearable assistants
come into clearer view over the past few years. We hope this work
sparks meaningful discussion amongst researchers on effective
input design for XR-AI.

https://developers.google.com/ar
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